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A B S T R A C T

In many complex systems, self-organised criticality (SOC) provides a mechanism for the diversity of spa-
tiotemporal scales that optimises the system’s response to omnipresent driving forces. Signatures of SOC are
increasingly more evidenced in collective social behaviours. However, the spontaneous occurrence of critical
states and their role in maintaining the system’s functional properties still need to be better understood;
the reason can be related to the complexity of human interactions and the ubiquitous presence of cycles
in social dynamics. In this work, we shed new light on these issues based on a critical survey and the
extensive data analysis of online social dynamics. Firstly, we highlight prominent features of human activity
patterns, conditioned by circadian cycles and content-related interactions, that can affect the course of the
dynamics from the elemental to the global scale. We then analyse the prototypal time series of emotion-driven
communications in the online social network MySpace to demonstrate the coexistence of SOC states with the
modulated cyclical trends. Precisely, we determine avalanches of emotional comments exhibiting multifractal
scaling, scale-invariant inter-avalanching behaviours and temporal correlations coexist with the cyclical trends
of broad singularity spectra. We demonstrate that similar multi-harmonic cycles occur in entirely different
datasets, particularly the negative emotion-driven Diggs and the infection-rate data from recent epidemics.
Our results reveal the dynamical regime where the modulated cycles coexist with self-organised critical states;
in contrast, in the cycles-dominated regime, exemplified by the infection time series, the nature of collective
dynamics remains hidden behind the cycle modulation.
1. Introduction

In the nonlinear out-of-equilibrium dynamical systems, the term
self-organised criticality (SOC) refers to the system’s ability to reach
a stationary state with long-range spatiotemporal correlations under
repeated driving. Thus, SOC states appear as attractors of the underly-
ing nonlinear dynamics in large systems consisting of many interacting
elements exposed to various constraints and driving forces. They were
first introduced and described in the prototypal sandpile automata
models [1,2]. These critical states resemble ones near the second-order
phase transitions and are reported in many physical, biological and
social systems [3–6]. It was understood that, in naturally evolving
systems, e.g. brain [7,8], geophysical [9] and astrophysical activity [4],
these critical states provide the system’s multi-scale response to the
driving forces, thus maintaining its robustness and functional stability.
In the research of biological systems, SOC is recently used to explain
the mechanisms at work in engineering of living cells [10], cancero-
genesis [11], and gene expressions leading to cancer-cell lines [12].
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Furthermore, the formal properties of SOC states, e.g., in the dynamics
of structured networks, appear as a key towards understanding spatio-
temporal and information complexity; see a recent summary in [13]
and references there. As discussed below, the SOC states are char-
acterised by avalanches with scale-invariant distributions, temporal
correlations and fractal features of time series; see a review in [14]
and references there. Moreover, the expansion (or contraction) of the
phase space [15,16] during the system’s evolution leads to scaling
of the ranking-order distributions, better known as Zipf’s and Heap’s
laws [17], of different quantities.

In the context of the emergence of collective dynamics from individ-
ual actions and interactions, studies of human dynamics in real life and
virtual space are particularly challenging. Motivations to understand
collective human behaviours have practical challenges, e.g., to improve
management in crises. Theoretically, wide variations of human features
and diversity of interactions as well as the ability of self-organisation
and collective learning of an involved community during the process
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makes direct applications of physics theories of nonlinear driven sys-
tems to the studies of social dynamics inappropriate. See the Ref. [18]
for a recent overview of modified theoretical concepts for studying
human crowds in real space. On the other hand, the massive amount of
data from online social sites provides a unique opportunity to analyse
human dynamics via advanced data analysis and agent-based modelling
[19]. The absence of physical space and the ease of communications
in the online world imply some fundamental differences compared to
real-world social phenomena [19,20]. Nevertheless, it is tempting to
believe that studies of online social dynamics can provide a deeper
understanding of human collective behaviours.

Many signatures of SOC states are increasingly discovered in col-
lective dynamics extracted from the online social interactions data at
different sites, and confirmed by data-related agent-based simulations,
in particular in MySpace [21–23], Blogs [24–26], Diggs [27,28], IR
chats Ubuntu [29], Mathematics Questions-and-Answers [16,30],
Twitter [31,32], and others. Recently, the concepts of SOC have
been intensively used to analyse the data relating to real-world social
systems from the organisation and developments of cities [33,34] to the
interpretation of social equilibrium [35], economy [36] and epidemi-
ology [37] crisis. Other studies used the concept of SOC to describe
data related to psychological disorders [38], political behaviours and
rebellions [39,40], and wars [41] as well as the evolution of different
societies, languages, economic inequalities and the entire history [42–
45]. A theoretical concept of SOC approaching big data is beneficial
in this context. Firstly, the amount of data necessary to find a reliable
pattern can be considerably reduced by detecting the underlying scale
invariance due to SOC mechanisms, in contrast to the null model with
sets of entirely random events. Secondly, the occurrence of SOC states
can deepen our understanding of the nature of collective dynamics
and predictability of human behaviour [18,46,47] given the theory
of complexity. However, SOC’s origin and fundamental role in so-
cial systems still need to be better understood, given the complexity
of human interactions conveying information or transferring contents
(emotional, cognitive) or biological entities. Another striking feature
is the occurrence of cycles, from circadian cycles characteristic to the
daily activity of humans to large-scale cycles observed, for example,
in epidemics spreading or the evolution of collective knowledge. Com-
patibility of cyclical trends with the critical fluctuations [48–50] is
another theoretical question which so far has yet to receive adequate
consideration.

In this work, we tackle these questions through an extensive analysis
using the representative empirical data which contain online social
communications with annotated emotional contents; in particular, the
communications taking part throughout an extended period are from
the social network MySpace and the social site Diggs. In addition,

e used a dataset of infection rate time series from recent epidemics
s a real-world example. These publicly available datasets we use
ere previously collected and described in [22,25,51,52]. While the
nline social network MySpace can serve as a proxy of a social graph
onsisting of groups of users from a similar geographical location
nd often off-line relationships [53], the discussion-driven dynamics
n Diggs results in the co-evolution of a bipartite network. In both
ases, the respective time series exhibits a prominent circadian cy-
le characteristic of human activity. However, a detailed analysis of
he occurring cycles shows that they are modulated by the collective
ynamical behaviours, thus obtaining higher harmonics quantified by
broad multifractal spectrum. The underlying collective dynamics

re appropriately described with the scale-invariant avalanches and
caling laws expected in the SOC states. To broaden the view, we
ave described the relevant properties of human interactions providing
inimal parameters necessary to describe such collective dynamic

ehaviours; they are, for example, used as the agents’ properties in
he mentioned earlier agent-based modelling approach. We anticipate
hat these parameters that appear crucial for shaping the collective

ynamics are detectable from the underlying empirical data in various b
ocial systems. To this end, we demonstrate that similar multi-harmonic
ycles also appear in the infection-rate time series.

In Section 2, we briefly survey several features of human dynamics
hat make a critical difference compared to prototypal model systems of
OC; we specifically focus on the occurrence of evolving cyclical trends
n two prominent examples. In Section 3 and Section 4, we analyse
he online dynamics data to demonstrate the co-existence of SOC and
odified cycles. Section 5 summarises our main findings.

. Key properties of human dynamics from individual to glob-
lscale

Data that we analyse here are publicly available data of two types.
hey are represented as time series containing information about hu-
an online activity from two social sites over an extended time in-

erval, as explained below, and a dataset of infection-rate fluctuations
rom recent epidemics. In particular, the data collected from the online
ocial network MySpace and the texts of the corresponding messages
re annotated for containing positive and negative emotional con-
ents using the sentiment classifier [54], as described in the original
eference [22]. Similarly, the dataset from the social site Diggs is
ollected and annotated for the positive and negative emotion contents,
s described in [25]. Here, we use a subset of the collected data related
o the discussion-driven activity on popular posts, termed as discussion-
driven Diggs. In both cases, the considered time interval comprises three
months. Even though the time resolution of data on these sites is high,
it was found [22,25] that a more ‘‘natural’’ time unit for the pace of the
activity is given by 5-minutes bins. Thus, the online activity time series
contain 25,920 data points. The epidemics data are publicly available
datasets for Serbia, collected from [51,52]. The corresponding time
series contains 1000 data points with a resolution of one day. As shown
in the following, the contents communicated between human actors
plays a vital role in emergent collective behaviour. In particular, the
users’ activity gets amplified by the positive emotional content in the
online social network. Meanwhile, the messages with negative emotions
(critique) appear to drive the enhanced activity in the case of indirect
user–post–user interactions on Blogs and Digs. On the other hand, the
infection-rate fluctuations are induced by the transmission of viruses,
which are subject to a given biology and evolution. Before going into
a detailed analysis of the above-mentioned time series, we will provide
a brief survey of the prominent features of the online social dynamics
observed at different scales.

2.1. Online social dynamics reveals the individual actors’ properties and
emergent collective behaviours

In social psychology, human activity online exhibits regularities that
can be related to the personality profiles [20] as well as the communi-
cation ways and contents, for example, emotional or cognitive contents
and information conveyed via these communications [19]. Analysis of
online social dynamics data from different social sites have revealed
certain universal patterns of human behaviour and specific networking
visualised as a kind of social graph, cf. Fig. 1. Moreover, massive data
analysis has allowed extracting statistical features of users, for example,
cf. Fig. 2, but without explicitly knowing their personality types; these
features provide relevant parameters in the data-related agent-based
models. In particular, such analysis of data and agent-based simulations
has been performed for the social dynamics in MySpace [22,23],

logs [24,26], Diggs [25,27,28], and online chats [29], where the
motional contents dominate, and in the collective knowledge creation
ia Questions-and-Answers [16,30].

Based on the extensive data analysis in the works mentioned above,
e can summarise the essential properties of human interactions rele-
ant to shaping the collective dynamics in these online social sites and

eyond.
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Fig. 1. Zoom-in dialogues structure inside OSN MySpace (top left) with emotional messages shown by colours on edges: positive (red), negative (blue) and neutral (black). Part
of the Ubuntu chats layer selected according to the specific type of communications annotated as No-Answer (bottom left). Bipartite networks of users (blue nodes) and posts and
comments with emotional content (red — positive, black — negative, and white — neutral) related to a popular Blog (top right) and a popular Question (bottom right); large
nodes indicate a few very active users. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 2. Histogram of the number of actions per user in the data of popular Blogs, left, delay-time distribution and intervals between successive steps of a particular user in
discussion-driven Diggs, middle and right.
• (a) Driving by new-users time series, which can be identified in a
considered time interval. New arrivals trigger the activity, i.e., by
posting a new question, blog, or message, often conditioned by
their offline activity.

• (b) Users inhomogeneity regarding the activity level and pref-
erences towards specific contents (information, emotional and
cognitive contents) conveyed via communications; temporal frac-
tal patterns of the user’s activity with delays. These features lead
to the activity distribution and a delay-time distribution with
power-law tails, cf. Fig. 2.

• (c) Networks co-evolving with the users’ activity, i.e., in specific
elements or global structure, thus providing feedback on the
dynamics; the dynamically changing structure manifests itself in
the varying activity level of nodes, the use of particular links,
and emergent communities and network layers related to specific
features of communicated contents; see Fig. 1 for four prototypal
examples.

• (d) Scale-invariant avalanches of activity occur as cascades of
events with power-law probability distributions; the events can
be selected according to a given searched cognitive content
or the emotion of a given valence. Consequently, the related
avalanches may appear to have different statistical features. The
scale-invariance extends to the power spectra of the activity time
series, exemplifying the long-range temporal correlations in a
given frequency range. These properties are often recognised
as signatures of self-organised criticality, as discussed below.
Another possible origin of scale invariance in such dynamical
systems could be related to the dynamical phase transitions,
e.g., by changing a critical parameter.

• (e) Cyclical trends starting from the apparent circadian cycles of
humans to the emergent large irregular cycles, e.g., such as seen
in the epidemics spreading, are profound features of collective
human behaviours. As we show in this work, these cycles can
get modulated via collective dynamics, attaining multi-fractal
characteristics, in analogy to physical systems in the dynamical
critical states [48–50].

The features marked as (a) and (b) appear as minimal parameters
for the appropriate agent-based models [] that can recover the global
quality of that dataset and predict its further developments, given the
range of parameter variations. They can be extracted from the related
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empirical dataset. Fig. 2 shows two such properties, in particular, the
power-law distribution of the number of actions per user (within a
given time interval captured by the dataset) and a fractal pattern of
individual user actions in time.

Networking via communications is another remarkable feature of
social dynamics; the underlying networks of different types and graph
properties that evolve with the dynamics can be extracted from the
empirical data. Some prototypal examples are shown in Fig. 1. We
can differentiate these emergent networks according to two principles,
i.e., regarding (un)mediated user communications, on one side and the
presence (absence) of a collective endeavour on the other. In the exam-
ples shown, the indirect user–post–user communications on Blogs and
Diggs are best characterised as bipartite graphs. Meanwhile, the direct
user–user communications occurring in the MySpace and the Ubuntu
chat networks are represented by mono-partite graphs. MySpace starts
as a social graph (mostly containing offline-associated individuals);
meanwhile, the network is formed via Ubuntu chats beginning from
a small initial group of users, adding new users who seek help to
solve a specific programming problem. Many users remain within a
growing community for a long time helping new arrivals solve their
problems. Supported by this cooperative behaviour, the graph that
emerges through these long-term links was shown to have a ‘‘social-
graph’’ architecture, according to the social-hypothesis criteria, see
detailed analysis in Ref. [55]. Similarly, the social endeavour behind
creating collective knowledge, studied in [30], even though involving
indirect interactions, leads to the emergence of an explicit-knowledge
network of contents (annotated by mathematical tags), which has
logical structure [56]. Conversely, using the existing links by individual
‘‘players’’ in MySpace causes the evolution to deviate from the social
graph structure, as shown in Ref. [22]. The dominance of positive
emotional valence in the exchanged messages leads to a structure
similar to that found in online games [57]. In the mentioned bipartite
networks, conversely, negative-emotion communications prevail, thus
determining the evolution of communities of the involved users. The
network’s evolution has feedback to the dynamics, thus strengthening
the collective effects.

The properties marked as (d) and (e) are the collective dynamics
effects emerging at a larger scale; they can be studied from the time
series data, as shown in the following section. Another emergent feature
we are concerned with here is the occurrence of cycles in collective
dynamics. The two striking examples demonstrate it based on the
analysis of the empirical data.

2.2. From circadian cycles to emergent multiharmonic trends in social
dynamics

As mentioned in the Introduction, two prominent examples of emer-
gent cyclical trends in social systems are analysed here using publicly
available empirical data. In particular, they are shown in Fig. 3: (i) the
infection-rate fluctuations from recent epidemics (data from [51,52]
are for Serbia, data resolution is one day, the length of 1000 days);
(ii) the online communication dataset collected from the discussion-
driven Diggs (data collected and described in [25]; data resolution
is 5 minutes bins, the length of three months). In Section 4, we show
that similar cycles emerge in the SOC state analysed in the data from
MySpace of the same length.

We use the local adaptive detrending algorithm [22,58] to deter-
mine cyclical trends in these datasets. Specifically, we adapt the method
of overlapping time intervals, based on the original work in [58] for
sunspot cycles, and used in [22,48,49] for different types of time series
in physical and social systems. In this method, the considered time
series is divided into segments of the length 2𝑚 + 1, which overlap
over 𝑚 + 1 points; the segments are enumerated as 𝑘 = 0, 1, 2,⋯ 𝑘𝑚𝑎𝑥 =
𝑇𝑚𝑎𝑥∕𝑚 − 1, where 𝑇𝑚𝑎𝑥 stands for the length of time series. Then,
the polynomial fit 𝑦(𝑘)(𝑚𝑘 + 𝓁) in each segment are determined over

𝓁 = 0, 1, 2,⋯ 2𝑚 points and used to determine local trends. Specifically,
for 0 < 𝑘 < 𝑘𝑚𝑎𝑥, the trend 𝑦𝑐 (𝑚𝑘 + 𝑖) over the overlapping points is
determined as 𝑦𝑐 (𝑚𝑘+ 𝑖) = 𝑖

𝑚 𝑦
(𝑘+1)(𝑚𝑘+ 𝑖) + 𝑚−𝑖

𝑚 𝑦(𝑘)(𝑚(𝑘+ 1) + 𝑖), where
𝑖 = 0, 1, 2⋯𝑚 combining the contribution in segment 𝑘 with the one
in segment 𝑘+1. Notably, in the overlapped region, the corresponding
polynomial contribution decreases linearly with the distance from the
segment’s centre. Meanwhile, in the initial 𝑚+1 points in 𝑘 = 0 and the
final 𝑚+1 points in 𝑘 = 𝑘𝑚𝑎𝑥 segments, and the trend coincides with the
actual polynomial fit. The parameter 𝑚 is adjusted for each considered
time series; meanwhile, the linear interpolation suffices for the studied
time series.

From the discussion-driven Diggs data, we use the subset with the
comments that contain negative emotional valence and determine two
types of cycles in it. These time series with the resulting cycles are
shown in Fig. 3a. The rationale behind this selection is that as a detailed
analysis in Ref. [25] revealed, the post’s popularity correlates with
the excess negative emotion (see also other studies [27,28] with post-
mediated interactions among users). Moreover, it was shown that the
users networking over such posts led to the emergence of communities,
whose size oscillates with the fluctuations of the ’negative change’ of
the related posts (see Fig. 2 in [25] for details). As Fig. 3a shows,
the number of comments carrying negative emotion (black line) varies
in time with a prominent daily cycle (indicated by the red line),
which can be related to the circadian (day–night) cycle of the users’
activity. Furthermore, we find a large cycle on the approximate weekly
scale, indicated by the pale colour in this figure. Interestingly, the
users’ community size, computed from the network mapped on each
consecutive day in [25], shown by the blue line with crosses in Fig. 3a,
fluctuates in time per the observed weekly cycle. We show the largest
community for demonstration, but the other communities were found
to show a similar pattern [25].

Further analysis of these cycles shows that they are modulated,
attaining different harmonics due to underlying collective dynamics.
These temporal fluctuations with many harmonics are compatible with
a broad singularity spectrum in the appropriate multi-fractal analysis,
as described below in Section 4. The corresponding singularity spectra
of both daily and weekly cycles of these time series are shown in the
inset of Fig. 3a. In the case of the infection cycles, shown in Fig. 3b, the
trend (red line) appears with broader irregular cycles, resulting in the
interplay of a more complex bio-social stochastic process [59,60]. Apart
from the interactions taking part in real space, where human mobility
greatly contributes [61], the virus biology, transmissibility and viru-
lence make new essential ingredients. Consequently, the elementary
cycle during which an infected individual can infect others is enlarged;
for example, it extends over 10–14 days in the case of SARS-CoV-2
epidemics. All these elements combine with the applied social measures
into complex bio-social processes, resulting in the emergent infection
cycles, as the example in Fig. 3b. The related multi-fractal analysis
also leads to a broad singularity spectrum of the observed cycle, shown
in the inset to Fig. 3b. In both cases, the singularity spectra are non-
symmetrical, with the enhanced right side corresponding to small-size
fluctuations. This feature seems markedly characteristic of collective
social dynamics; see also Section 4.

3. Self-organised criticality of emotion-driven collective behaviour
in OSN

In this section, we analyse time series of emotional dialogues in
MySpace focusing on the occurrence of avalanches of events and
their scaling properties that are compatible with the SOC states. In
particular, in our dataset, we consider the overall activity time series
and separated parts of the activity reflecting the positive and negative
emotional communication, respectively. Moreover, as explained above,
we analyse the driving ‘‘force’’ of the activity–new-user time series. As
described above, these time series are from Ref. [22], the corresponding
time interval is three months with the resolution of 5 minutes bins.
The representative segments of these time series are given in Fig. 4a,b;
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Fig. 3. Left: Circadian cycles and emergent community activity cycles in the emotion-driven discussions on popular Diggs (data from [25]); Right: The number of daily infected
ndividuals exhibiting cyclical trend (Covid-19 data from [51,52]). Insets: The corresponding singularity spectra obtained by multi-fractal analysis suggest the presence of higher
armonics in cyclical trends. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 4. From MySpace data, time series of (a) new users and all messages and (b) positive and negative emotional messages with daily cyclical trends, as indicated in the legend.
(c) A segment of time series with different threshold values 𝑏; a part of the signal above the threshold between two consecutive drops to the threshold line defines an avalanche.
Conversely, the distance between successive avalanches 𝛿𝑇 is identified as segments of a threshold line above which there is no signal. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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as this figure shows, apart from the bursts of events, these time series
exhibit prominent daily cycles. Moreover, these cycles are introduced
via the new-user time series (pink line in panel (a)), which busts the
whole activity in this OSN. The properties of cycles will be analysed
in Section 2.2; meanwhile, here, we focus on the burstiness of events,
which determines avalanches and their specific scale-invariant features
in the presence of these cyclical trends.

Given the definition of avalanches in the prototypal SPA models [],
here we determine them from time series, following the procedure
developed for physical systems, see, e.g., Ref. [62]. For a given time
series (e.g., with data points 𝑐𝑡), an avalanche is determined as a part
of the signal above a threshold line between two consecutive drops to
the baseline. More precisely, the avalanche size 𝑆 is given by the sum
𝑆 =

∑𝑡𝑒
𝑡𝑏
𝑐𝑡, and the avalanche duration 𝑇 = 𝑡𝑒 − 𝑡𝑏, where 𝑡𝑏 and 𝑡𝑒 are

considered two consecutive intersections of the signal and the baseline.
See Fig. 4c for illustration. The level of the baseline is determined, for
example, in the experimental signals, in such a way as to eliminate
additional noise, considered as not originating from the studied process.
Moreover, increasing the baseline level, which impacts the avalanche
measures, tests the resulting avalanche distributions’ self-similarity and
determines the inter-avalanche distances; see a recent study in [63] and
references there.

The most striking feature of SOC states is self-similarity or the
absence of the characteristic scale of avalanches, which is compatible
with a power-law decay of the corresponding distributions of their size
𝑋 ≡ 𝑆 and duration 𝑋 ≡ 𝑇 for a range of values before a cut-off.
pecifically,

(𝑋) = 𝑃0𝑋
−𝜏𝑋 𝑒−(𝑋∕𝑋0)𝜎𝑋 , (1)

ith the corresponding scaling exponents 𝜏𝑆 , 𝜏𝑇 , and a stretched-
xponential cut-off, described with the exponent 𝜎. Given that different
 t
valanche properties steam from the same nonlinear dynamics, their
haracteristics, e.g., the size and duration, are statistically related.
pecifically, selecting all avalanches of a given duration, their average
ize scales with the duration 𝑇 is given as ⟨𝑠⟩𝑇 ∼ 𝑇 𝛾𝑆𝑇 , and the exponent
s expressed as

𝑆𝑇 = (𝜏𝑇 − 1)∕(𝜏𝑠 − 1). (2)

Applying this methodology separately to the time series of the num-
er of all messages and the number of messages with positive/negative
motion valence, we obtain the corresponding distributions 𝑃 (𝑆) of
he avalanche sizes and 𝑃 (𝑇 ) avalanche durations. The analysed data
re from the dialogues network of 2-months time depth and the zero
hresholds. The results for the cumulative distributions are shown
n Fig. 5. Apart from the coalescence of simultaneous events, that
ay increase the occurrence of large avalanches, the distributions of

valanche sizes and durations exhibit a power-law over two orders of
agnitude before the cut-off, according to the expression (1), where
> 𝑆 or 𝑋 > 𝑇 , stands for the cumulative distribution of size and the

uration of avalanches, respectively. The fit curves according to the
xpression (1) are also shown with the corresponding distributions in
ig. 5. In the size distribution of all avalanches, a stretching exponent
= 3 is needed to fit the whole curve. The inset to Fig. 5 shows that the

eometry of all three types of avalanches detected satisfies the expected
caling of Eq. (2). Fitted values of the exponents for all distributions
re summarised in Table 1, where we also show the corresponding
xponents of the power spectrum and standard-deviation fluctuations
Hurst) exponent of these respective time series.

Among the emotional bursts, the avalanches with positive emotional
essages prevail. The avalanches of emotional messages are shorter

han those of all messages. This feature suggests that, apart from the
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Table 1
Fitted values of the scaling exponents for different quantities and types of messages.

Quantity/ Type of messages All Positive Negative

Power spectrum 𝜙𝑎 = 0.59 ± 0.08 𝜙+ = 0.55 ± 0.08 𝜙− = 0.15 ± 0.06
Hurst exponent 𝐻𝑎 = 0.750 ± 0.03 𝐻+ = 0.698 ± 0.02 𝐻− = 0.528 ± 0.03
Avalanche size 𝜏𝑎𝑠 − 1 = 0.442 ± 0.007 𝜏+𝑠 − 1 = 0.623 ± 0.003 𝜏−𝑠 − 1 = 0.31 ± 0.35
Avalanche duration 𝜏𝑎𝑇 − 1 = 0.59 ± 0.01 𝜏+𝑇 − 1 = 0.83 ± 0.01 𝜏−𝑇 − 1 = 0.66 ± 0.17
Avalanche geometry 𝛾𝑎𝑆𝑇 = 1.32 ± 0.06 𝛾+𝑆𝑇 = 1.21 ± 0.05 𝛾−𝑆𝑇 = 1.14 ± 0.07
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Fig. 5. Cumulative distributions of the size 𝑆 and duration 𝑇 of avalanches extracted
rom MySpace emotional dialogues data. Inset shows the scaling of the average size
f the related duration, according to Eq. (2).

etwork size, another characteristic length occurs, i.e., 𝑠0 ∼ 242 ± 4
or the size and 𝑇0 = 44.8 ± 1.6 for the duration of positive emotion

avalanches. On the other hand, the negative valence avalanches are
very short; the fitting parameter is 𝑠0 = 3.2 ± 0.5, 𝑇0 = 1.1 ± 0.1
with practically no scaling region. Compared with the avalanches of
all messages, where much more significant cut-offs 𝑠0 = 1135 ± 199
and 𝑇0 = 139 ± 20 are found, the emotion-carrying events are sub-
critical. The finite cut-off lengths can be related to different opposing
mechanisms that stop the propagation of the emotional messages of a
given polarity.

As Fig. 5 shows, the cut-off dominated distributions are obtained
for all avalanche types apart from a variable range with the power-
law decay. The relevance of cut-off size (and form) for the SOC states
is captured by finite-size scaling analysis. The rationale is that the
avalanches in the SOC states of model systems are limited only by
the system size due to the absence of any other relevant parameter.
Therefore, a scaling form 𝑃 (𝑋,𝐿) = 𝑋−𝜏𝑋(𝑋∕𝜉𝑋 , 𝑋∕𝐿𝐷𝑋 ) would
apply, where 𝐷𝑋 stands for the respective fractal dimension of the
considered avalanche distribution. As a good example, see [64] for the
finite-size scaling analysis of Barkhausen avalanches.

However, this scaling is challenging to implement for the avalanches
occurring on networks, as a potential linear dimension plays a different
role. In a more general context, not a single fractal dimension can be
assigned to the avalanche propagation. Instead, a multifractal scaling
compatible with a spectrum of (local) fractal dimensions is more appro-
priate. Specifically the following multi-fractal scaling form [65–67], for
example, for the avalanche size distribution 𝑃 (𝑆,𝐿):

𝑃 (𝑆,𝐿) =
(

𝐿∕𝐿0
)𝛷(𝜖) , 𝜖 =

𝑙𝑜𝑔(𝑆∕𝑆0)
𝑙𝑜𝑔(𝐿∕𝐿0)

, (3)

which is compatible with the spectrum 𝛷(𝜖) of the fractal dimensions
𝜖. In the following, we show that this form applies to the avalanches
determined by the increasing threshold 𝑏, which we determine from
MySpace messages collected at a three-months depth dataset; they

are shown in Fig. 6. Here, the effective ‘‘distance’’ 𝐿 varies with the o
threshold 𝑏 as 𝐿 = 𝐿(𝑏) ∼ 𝑏−1∕𝜆, and 𝜆, 𝐿0 and 𝑆0 are the fit parameters
determined from the scaling collapse; see bottom right panel in Fig. 6.
It is also important to note that the avalanches determined at different
thresholds have power-law segments above a particular scale. More
precisely, huge avalanches responsible for the pronounced stretched
exponential cut-off as in Fig. 5, are now absent. Consequently, these
distributions can be fitted by Tsallis’ 𝑞-exponential [68] form

𝑃 (𝑆) = 𝑎
[

1 − (1 − 𝑞) 𝑆
𝑠0

]1∕1−𝑞
; (4)

The estimated values of the non-extensivity parameter 𝑞 are shown
in the figure legends, cf. Fig. 6, for the case when 𝑏 = 1. In this
case, the power-law range extends for almost two decades for the size
and duration of avalanches, allowing appropriate fitting. Note that the
corresponding scaling exponent 𝜏 = 1∕(𝑞−1) estimated from the values
shown in panels (a) and (b) are 𝜏𝑇 ∼ 1.92 and 𝜏𝑆 = 1.67 are close to the
MF exponents of SOC. As stated above, these avalanches obtained for
different threshold heights obey multifractal scaling, according to the
expression (3). It is demonstrated in panel (d) for the avalanche sizes
distributions shown in panel (b) of Fig. 6. In this case, the effective
linear dimension in the expression (3) is tunned by increasing threshold
𝑏 as 𝐿 ∼ 𝑏−1∕𝜆 where the numerical values are estimated as 𝜆 = 0.31(5)
corresponding to the best fit, meanwhile, 𝐿0 = 1 and 𝑆0 is in the range
rom 13 to 18, cf. Fig. 6d. In addition, the distributions of the inter-
valanche times 𝛿𝑇 are determined for different thresholds; they also
how an apparent power-law decay, according to Eq. (4), as shown in
ig. 6c. The corresponding 𝑞-values are indicated in the legend.

To conclude this section, the occurrence of cycles in the studied time
eries, cf. Fig. 3, interferes with the avalanche distributions determined
rom them. In particular, for the zero thresholds, the circadian cycle
nfluences the count of large avalanches, thus affecting the cut-off
ength of the avalanche distributions. On the other hand, with the
levated threshold, the avalanches are determined from the bursts of
vents within each given cycle. However, the presence of a cyclical
rend impacts the distribution of these avalanches such that they are
ore compatible with the 𝑞-exponential functional form and a multi-

ractal scaling, which allows a spectrum of fractal exponents (different
ractal exponent for each segment type).

. Multiscale cycles coexisting with emotion-driven collective dy-
amics

In this section, we detail the cyclical trends in the time series shown
n Fig. 4a,b, representing the emotion-driven dialogues in MySpace.
s it is shown below, they are not regular cycles but exhibit additional
armonics, which will be revealed through the multifractal analysis.

To analyse the multi-scale fluctuations [69] of time series data, {𝑐𝑡},
e use the detrended multifractal analysis, see [70,71] and references

here. The time series profile 𝑌 (𝑖) =
∑𝑖

𝑘=1(𝑐𝑘 − ⟨𝑐𝑘⟩) is divided the into
= 𝑖𝑛𝑡(𝑇𝑚𝑎𝑥∕𝑛) non-overlapping segments of the length 𝑛, where 𝑇𝑚𝑎𝑥

tands for the length of time series. The local trend 𝑦𝜇(𝑖) is found at
ach segment 𝜇 = 1, 2,⋯𝐾, and the standard deviation around it is
etermined as 𝐹 2(𝜇, 𝑛) = 1

𝑛
∑𝑛

𝑖=1[𝑌 ((𝜇−1)𝑛+𝑖)−𝑦𝜇(𝑖)]2. The procedure is
repeated starting from the end of the signal, resulting in 2𝐾 segments
ver which the fluctuation function is to be averaged. The 𝑟th order
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Fig. 6. Distributions of avalanche durations (a) and sizes (b) for varied threshold 𝑏 and the distribution of inter-avalanche distances for different thresholds (c). Panel (d) shows
the multi-fractal scaling of the size distributions from panel (b).
fluctuation function 𝐹𝑟(𝑛) for varying segment length 𝑛 is determined
as

𝐹𝑟(𝑛) =

{

1
1𝐾

2𝐾
∑

𝜇=1

[

𝐹 2(𝜇, 𝑛)
]𝑟∕2

}1∕𝑟

∼ 𝑛𝐻𝑟 , (5)

and its scaling properties investigated for a range of parameters 𝑟.
Thus, the generalised Hurst exponent 𝐻𝑟 is determined as the slope of
straight line segments in the log–log plot of the fluctuation function
for each 𝑟 value. A range of negative and positive values for the
amplification parameter 𝑟 are considered, corresponding to the small
and large fluctuations. In this context, the standard deviation function
corresponds to 𝑟 = 2, and the exponent 𝐻2 is the standard Hurst
exponent. For a mono-fractal time series 𝐻𝑟 ≂ 𝐻2 for all values of 𝑟;
meanwhile, a spectrum of the generalised exponents 𝐻𝑟 is observed for
a multifractal signal.

Having determined the generalised Hurst exponent 𝐻𝑟 as a function
of 𝑟, a link to the exponent𝜏𝑟, related to the box probability measure
in the partition function methods can be done [72] given the scaling
relation 𝜏𝑟 = 𝑟𝐻𝑟 − 1. This relation provides another interpretation of
the observed multi-fractal features in terms of the singularity spectrum
𝛹 (𝛼), which is determined via Legendre transform of 𝜏𝑟 as 𝛹 (𝛼) = 𝑟𝛼−𝜏𝑟.
Different 𝛼 values in a broad spectrum 𝛹 (𝛼) suggest that the underlying
time series exhibits various power-law singularities at different data
points, according to [72,73]. For a mono-fractal, it reduces to a single
point.

A segment of the time series (all messages) from Fig. 4a is shown in
Fig. 7 left panel; it exhibits the above-mentioned daily cycle, but also
another (approximately weekly) cycle trend. The fluctuations around
the daily cycle trend are also shown (detrended signal). In the right
panel, the original and detrended signal’s power spectra and daily and
weekly trends are shown. The power-spectrum decay at high frequen-
cies is compatible with an exponent, which is close to two, for both
cyclical trends in their respective range of frequencies (times shorter
than the observed cycle length). However, they follow another func-
tional dependence in the region of lower frequencies (longer times).
The respective multi-fractal analysis reveals that they contain higher
harmonics, which results in broad singularity spectra, as shown in
Fig. 8.

As Fig. 8 shows, the fluctuation function 𝐹𝑟(𝑛) vs 𝑛 for daily and
weekly trends exhibits a scaling region where the lines for different 𝑟
identify other Hurst exponent; the straight lines indicate these regions.
Meanwhile, they are monofractals with 𝐻2 = 1.94(2) in the area for
smaller 𝑛 values. Consequently, the Hurst exponents 𝐻𝑟 determined in
these multifractal scaling regions lead to singularity spectra, shown in
the lower inset (colour-matching, open circles). Notably, the spectrum
of the daily-cycle fluctuations exhibits enhanced small-fluctuations side
(large 𝛼 values). A similar feature is found in such cycles of the emotion-
contents time series and new-user time series, cf. legend in the lower
inset of Fig. 8. We can conclude that, in this OSN, such fluctuations are
primarily induced by the driving signal–new-user time series! On the
other hand, the emergent cycle (at the weekly scale) has a different
scaling region and spectrum, which is more symmetrical or slightly
inclined towards large-fluctuations exponents (small 𝛼). We recall that,
in the above Fig. 3 (left), an emergent cycle at a weekly scale is driven
by the dynamical formation of groups in discussion-driven Diggs
with a negative emotional content; however, its singularity spectrum
is shifted towards larger 𝛼 values, indicating a different underlying
dynamics of bipartite graphs compared to the fixed social network
studied here.

5. Conclusions and discussion

We have studied signatures of self-organised criticality using high-
resolution data collected from OSN’s dialogues with emotional con-
tents. Our aim was to gain a more profound understanding of the role
of SOC states in social dynamics. This task, however, is challenged by
ubiquitous cycles in social systems. In contrast to fractal bursts of events
and avalanches that characterise SOC behaviours, cycles tend to make
the systems’ evolution more ‘regular’ and predictable. The natural day–
night activity variation (circadian cycle) of individuals may be seen as
an origin of cyclical fluctuations in collective human behaviours; its
mixing-up with stochastic processes that involve human interactions of
a different kind (exchange of information, emotion, knowledge, or even
biological agents, e.g., in the epidemics) leads to the emergence of the
cyclical trends at different time scales.

Our systematic study of both cycles and avalanches shows that
the SOC coexists with emergent multiscale cycles in certain dynamical
regimes. Moreover, their mutual influence, quantified by appropriate
multifractal measures, appears as a noteworthy feature of the collective
social dynamics. In particular,

• Cycles get modified, and new cycles emerge in the SOC states
by collective dynamics such that they attain higher harmonics,
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Fig. 7. Left panel: MySpace time series for the number of all messages (black line) showing trends as daily cycles (red line) and weekly cycles (orange). The detrended signal
around the daily cycle is also shown (green). Their corresponding power spectra are given in the right panel. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
Fig. 8. Fluctuation function 𝐹𝑟(𝑛) vs time interval 𝑛 of the daily (main) and weekly trend (top inset) of the MySpace dialogues time series; their singularity spectra (bottom
inset); also shown are the spectra for the daily cycles of the time series containing positive/negative emotional messages and the trend of new-users time series, as indicated in
the legend.
resulting in broad singularity spectra. Similar modulations of the
cyclical trends are observed and quantified by their multifractal
features in different online and offline social dynamics data.

• The bursting events inside the cycle’s range are adequately cap-
tured by avalanches with scale-invariant distributions and scaling
relations characteristic to SOC states. In contrast to the typical
scaling of avalanches in model SOC systems, the social-dynamics
avalanches in the presence of prominent cycles are better de-
scribed by Tsallis distribution and multifractal scaling, analogous
to the ones in earthquake dynamics. This observation also applies
to the avalanches in the social endeavour of collective knowledge
creation [30]. Similarly, the inter-avalanche time exhibits scale
invariance, supporting this analogy.

• The multiscale fluctuations of cycles correlate with the emer-
gence of groups of users aggregated about specific posts; these

groups can be identified as topological communities from the
network’s mapping over time; the underlying contents communi-
cated through the network play an important role (e.g., negative
emotion in the related posts, in the studied example).

This dynamical regime, here revealed in the online dynamics with
emotional dialogues, is characterised by fast communications (relative
to the elementary circadian cycle). In addition, the prominent user het-
erogeneity in content-based communications introduces a broad range
of obstacles to propagating a given (emotional, cognitive) content.
Conversely, a cycles-dominated dynamical regime exists; the studied
case of infection-rate Covid-19 data for the new virus type exemplifies
it. As a rule, these cycles are more extensive, originating from different
bio-social stochastic processes and an elementary cycle that extends
over several days. These cyclical trends are irregular with a broad
singularity spectrum, suggesting an interplay with collective social
dynamics. However, at the time scale that the data are recorded,
the nature of fluctuations within a cycle means that the long-range
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temporal correlations are washed out. These facts indicate that, apart
from the dominant biological factors, different social mechanisms are at
work; some ad-hoc groups of various sizes emerge in space and dissolve
on a smaller time scale than the infection spreading is recorded. A
deeper understanding of the appearance of such cycles requires the
appropriate agent-based modelling, which appropriately incorporates
the relevant biological factors and multiple time scales; some recent
attempts can be found in [59,60,74].

In conclusion, our study unveils two regimes in social dynamics
with a distinct interplay of cyclical trends and collective dynamics. The
contents communicated via social interactions play an essential role.
The results with high-resolution data shed new light on the coexistence
of self-organised criticality and social cycles. On one side, the nature of
avalanches is altered in the presence of cycles. Meanwhile, the cycles
attain multiple harmonics due to the correlated fluctuations behind
these avalanches, thus making the dynamical states less predictable
and more robust to various perturbations. The coexistence of multiscale
cycles and self-organised criticality, quantified through the multifractal
analysis, thus can be seen as a notable feature of the high-resolution
social dynamics.
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